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ABSTRACT

This paper presents a position-based attenuation and amplifica-
tion method suitable for source separation and enhancement. Our
novel sigmoidal time-frequency mask allows us to directly control
the level within a target azimuth range and to exploit a trade-off
between the production of musical noise artifacts and separation
quality. The algorithm is fully describable in a closed and compact
analytical form. The method was evaluated on a multitrack dataset
and compared to another position-based source separation algo-
rithm. The results show that although the sigmoidal mask leads to
a lower source-to-interference ratio, the overall sound quality mea-
sured by the source-to-distortion ratio and the source-to-artifacts
ratio is improved.

1. INTRODUCTION

Over the past years, research on sound source separation and up-
mixing techniques has produced a vast body of literature. Non-
negative matrix factorisation (NMF) [1], independent component
analysis (ICA) [2], computational auditory scene analysis (CASA)
[3] and time-frequency (TF) masking [4] appear to be the main
families of blind audio source separation (BASS) methods. With
regard to stereo recordings many different approaches have been
proposed to model the mixing process and the nature of the sources.
The derived techniques can be divided into blind or informed (gui-
ded) source separation [5].

This paper proposes a guided TF masking algorithm, assum-
ing that the direction of the source can be approximately estimated
by the user. As with other position-based source separation meth-
ods [4, 6], only the interaural intensity difference (IID) between
the two channels (left and right) is taken into account to model the
position of the sources. Our signal model is similar to the ones in
[7] and [4] and assumes mono sources that have been positioned
in the stereo image by a panorama potentiometer. Each TF bin
is assumed to belong to a single source and we estimate its posi-
tion as well as its mono magnitude assuming the energy-preserving
panning law. Given a target azimuth range, we then compute a sig-
moidal TF mask that weights the amplitudes with regard to their
distance from the target azimuth range. In addition to source sepa-
ration, our mask is able to perform source enhancement and atten-
uation with precise level indications. A binary mask as in [4] pro-
duces significant musical noise due to isolated non-zero TF bins.
The sigmoidal mask has a smoother transition between the target
and the adjacent azimuth ranges which reduces this kind of artifact.

In section 2 we briefly introduce our signal model, while in
section 3 our method is presented in a closed analytical form. Fi-
nally, in section 4, we confirm the effectiveness of our approach.
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2. FRAMEWORK

Commercial recordings are often instantaneous mixes of mono
tracks combined through amplitude panning to generate a stereo-
phonic effect [8].
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Figure 1: Energy preserving panning coefficients

2.1. Mixing Model

Given a set of mono sources {.S; }}'1:1 and the relative amplitude

panning gains aJL7 af, a stereo mix can be modelled as:
L= Zj a]L Sj
R M
R = Z]- a’j S]

where L and R are the left and the right channels, respectively.

As reported in [8], the majority of analog and digital mixers
approximate the energy-preserving panning law (Fig. 1), where the
value of the panorama potentiometer takes on values z; € [0, 1]
and (aX)? + (af)? = C*:

ay = C - cos(x; - m/2)
@

al' = C -sin(z; - 7/2)

where C' = 1 satisfies the energy preserving condition.

2.2. W-disjoint orthogonality

Our method is based on the W-disjoint orthogonality assumption,
where two or more sources do not overlap in the short-time Fourier
transform (STFT) domain. Mathematically, this condition can be
expressed as:

where S;(k,m) is the STFT of the j-th source at frame m and
frequency bin k.
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3. METHOD

In a first step, we estimate the panning position of each TF bin (sec.
3.1) as well as its mono magnitude (sec. 3.3). Given a target az-
imuth range, a sigmoidal mask is computed based on the estimated
panning positions (sec. 3.2).

The sigmoidal mask is applied to the mono magnitudes which
are then re-panned (sec. 3.4) and recombined with the phase from
the original mixture.

3.1. Panning map

Given equation 3 and our assumptions from eq. 1 and 2, it is now
possible to estimate the panning position for each element in the
spectrograms:

_ | Xr(k,m)|
z(k,m) = arctan (m) -2/ )

where X1, and Xr are the left and the right channel in the STFT
domain. A similar estimation of the panning position has been
used in [9].

3.2. Sigmoidal mask

The smoothness of sigmoidal functions has been proven useful in
the post-processing of signal estimates coming from methods like
ICA, CASA or NMF [10, 11, 12]. Those estimates can be then
used to compute TF sigmoidal masks that are then applied on the
original mixture. In this work we combine two sigmoids with the
panning map to create a position-based mask that can control the
level in a given azimuth range.

In order to attenuate or amplify the elements inside a target az-
imuth range, it is necessary to find a function that weights TF bins
based on their estimated position. The target range is defined by its
center position 7' € [0, 1] and a width R. We define two comple-
mentary sigmoid functions that control the amount of attenuation
and amplification both inside and outside the target azimuth range:

1
Be-T+E)

1+
1 5)

LpetBE—T—5)

O'L({E) =

or(z) =

In these equations, 8 defines the slope of the sigmoids. Choosing
B = oo is equivalent to a binary mask as in [4], whereas lower
values for /3 result in smoother transitions. In order to amplify
the target azimuth range, we choose 8 > 0 and combine the two
sigmoids as follows to get the sigmoidal mask:

M(x) = min (o (x),or(z)) ©6)
For attenuation, we choose 5 < 0 and obtain the sigmoidal mask:

M(z) = max (o1 (2), or(z)) @

Finally, to control the level in decibels, one can simply rearrange
one of the previous equations as follows:

MdB(:E) _ 10((1»1M(z)7a)/20 (8)

where a > 0 is the desired attenuation in decibels (see Fig. 2).
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Figure 2: Sigmoidal masks as in eq. 6 (upper) and eq. 7 (lower).
a=10dB,T =05, R=0.3, 8 ==40

3.3. Pre-panning magnitudes

The assumptions made in eqs. 1, 2 and 3 pose the ideal condi-
tions to recover the mono magnitude of each source. Generally,
the mono magnitude in the STFT domain can be computed as:

1S(k,m)| = VX1 (k, m)[? + [Xr(k,m)[? ©)

3.4. Masking and re-panning
To synthesize the modified signal, the mono magnitudes are masked

|Sout (k, m)| = |S(k,m)| - Mag(z(k,m)), (10)

and each component is re-panned to its original position.

|Yz (k,m)| = |Sout(k, m)| - cos(x(k,m) - 7/2)

Yr(k,m)| = |Sous(k,m)| - sin(z(k,m) - 7/2) (D

Finally, the phase from the original mixture has to be recombined:

Yr(k,m) = |Yi(k,m)| - e 4Xrkm)
12)
Yr(k,m) = |Yr(k,m)| - el Xrlk:m)

4. EVALUATION

4.1. Procedure

To evaluate our proposed method we use MedleyDB [13] a database
of 122 royalty free multitrack recordings with a total length of 7:17
hours. The dataset provides stems (i.e. processed individual instru-
ment tracks) for each song. For our purpose we eliminated tracks
that were recorded in a live setting, due to their significant amount
of spill between sources. We evaluated all tracks with a number
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of stems greater than or equal to three and less than or equal to
six, resulting in 43 tracks for a total of 199 sources. Due to the
lack of metadata about the sources’ spatial position, we created
separate mixtures by downmixing the stems from stereo to mono
and remixing them with random azimuth positions. The azimuth
values were chosen from a uniform distribution over the whole az-
imuth range.

As abaseline, we compare our position-based sigmoidal source
separation (PoSiS) method against the ADRess algorithm [4] which
uses a different method for azimuth estimation and a binary mask
instead of our proposed sigmoidal mask. We use an implementa-
tion written for the Csound system by Victor Lazzarini [14]. The
ADRess algorithm was parameterized with 600 equally spaced az-
imuth positions and a target azimuth range of 60 azimuth positions
for each source. To make our algorithm comparable, our mask was
set as in equation 6 with 5 = 30, R = 0.1 and without rearranging
it as in 8 to effectively emulate an attenuation of —oo dB for the
TF bins outside the target range. For both algorithms, we opted for
a 4096 points Hann window with 50% overlap.

To measure the quality of the separations, we used the MAT-
LAB toolbox BSS_EVAL [15] distributed under GNU Public Li-
cence. The computation of the criteria is performed in two steps.
First, the estimated source signal is decomposed as:

5= Starget + Einterf 1 €noise T Eartif (13)

where Sirget 1S @ modified version of the source through an allowed
distortion (in this case a time invariant filter, with a 512 samples
delay) and where €inerf, €noise and earir are respectively the inter-
ference, noise and artifacts errors. From these terms, assuming no
noise in our model, three numerical performance criteria are com-
puted:

e the source-to-distortion ratio (SDR)
that can be seen as a global quality assessment

e the source-to-artifacts ratio (SAR)
in our case mainly related to musical noise

e the source-to-interference ratio (SIR)
that measures the interference from other sources

4.2. Results

Figure 3 displays box plots of the measurements grouped by the
number of sources present in the track.

In general, all quality measures for both algorithms show a
decreasing trend when the number of sources increases, which can
be attributed to the increased complexity and TF overlap of the
sources when more sources are present. It can be observed that
ADRess yields higher source-to-interference ratios than our pro-
posed method, particularly when the number of sources increases.
The sigmoidal mask provides a smoother transition between az-
imuth values inside and outside the target range and hence leads to
a higher amount of contributions from other sources. On the other
hand, however, PoSiS generally yields higher source-to-distortion
and source-to-artifacts ratios which both capture the overall sound
quality of the separated source signals. Artifacts — mainly musi-
cal noise — are reduced by the sigmoidal mask because it leads to
less isolated TF bins in comparison with ADRess’ binary mask.

The results suggest that the sigmoidal mask trades separation
accuracy against artifacts, which can be controlled by the slope of
the sigmoidal mask. With higher slopes, the mask approaches the

ASDR ASIR ASAR
p~33dB p~06dB pu~3.0dB
p =~ 0.00 p~0.12 p =~ 0.00

Table 1: Paired difference t-test: p is the average and p the p-value.

binary mask, resulting in more artifacts and a better separation ac-
curacy, whereas sigmoidal masks with lower slopes reduce musical
noise artifacts but lead to more interference from other sources.
Assuming an underlying normal distribution of the source-wise
differences of the performance measurements, where:

Aspr = SDRposis — SDRADRess
Asir = SIRposis — SIRADRess (14)
Asar = SARposis — SARADRess

We then checked the statistical significance of our results by per-
forming a paired t-test. With the resulting p-values in Table 1
we can, for the SDR and SAR, safely reject the null-hypothesis,
while there is no statistically significant difference between the two
methods in the SIR measurements.

5. CONCLUSION

We presented a system for position-based source separation from
a stereo mixture. The algorithm first estimates a panning posi-
tion and mono magnitude for each TF bin based on the energy-
preserving panning law, assuming W-disjoint orthogonality. Given
a target azimuth range, a sigmoidal mask is computed that en-
ables attenuation and amplification of the audio within the target
range. The attenuation/amplification level can be specified in dB.
The mask is applied to the estimated mono magnitudes of each TF
bin and the bins are re-panned to their estimated azimuth position.
A resynthesis combining the magnitudes with the mixture phases
yields the separated source signal.

We could confirm that using a sigmoidal mask, that is, a smoo-
ther transition between the target azimuth range and adjacent az-
imuth ranges, significantly reduces musical noise artifacts that oc-
cur in position-based algorithms that rely on binary masking. Bi-
nary masking often leads to isolated TF bins which cause percep-
tually disturbing musical noise. The sigmoidal mask smoothes the
spectrogram of the separated source thereby trading musical noise
artifacts against separation accuracy.

For certain use cases such as amplifying an instrument for the
purpose of transcribing its musical performance, it is often not nec-
essary to have a sharp separation and a complete suppression of
interfering sources, but rather to provide a limited amplification
that allows users to better listen to what has been played by the
performer. In these cases an improved overall sound quality with
less artifacts might be preferred.

Future work on position-based source separation will have to
consider methods that do not assume W-disjoint orthogonality,
which does not hold in general for professionally produced music
mixtures. Even though it is possible to isolate sources under this
assumption, a significant improvement in separation accuracy and
sound quality will only be achieved if the TF contributions of each
individual source can be estimated and reassigned to the corre-
sponding source. Therefore monaural source separation methods
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Figure 3: SDR, SIR, SAR of ADRess and PoSiS grouped by number of sources in the mixture

will have to be combined with position-based algorithms in order
to improve sound source separation from stereo mixtures.
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