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ABSTRACT
Vacuum tube amplifiers, known for their acclaimed distortion characteristics, are still widely used in hi-fi audio devices. However, bulky, fragile and power-consuming vacuum tube devices have also motivated much research on digital emulation of vacuum tube amplifier behaviors. Recent studies on Wave Digital Filters (WDF) have made possible the modeling of multi-stage vacuum tube amplifiers within single WDF SPQR trees. Our research combines the latest progress on WDF with the modified blockwise method to reduce the overall computational complexity of modeling cascaded vacuum tube amplifiers by decomposing the whole circuit into several small stages containing only two adjacent triodes. Certain performance optimization methods are discussed and applied in the eventual real-time implementation.

1. INTRODUCTION
Having been displaced by semiconductor technologies in almost all areas of electronics, vacuum tube circuits are still widely used in hi-fi audio amplifiers and high-end guitar amplifiers due to the unique harmonic distortion characteristics produced by overdriven tubes that are preferred by human ears. On the other hand, driven by certain shortcomings of vacuum tube devices, such as large size and weight, poor durability and high power consumption, digital simulation of the behaviors of vacuum tube amplifiers, especially tube guitar amplifiers, has been an emerging research topic since the mid-1990s. In [1], Pakarinen and Yeh reviewed several digital techniques that emulate vacuum tube guitar amplifier behaviors.

Introduced by Fettweis, Wave Digital Filters (WDF) [2] are a class of digital filters that mimic classical filter structures, preferably lattice or ladder structures, by utilizing a wave-variable representation. Because of their superior numerical properties and stability under finite-arithmetic conditions, WDF have been successfully applied in digital modeling of lumped electronic or physical systems over the past few decades, as these systems can be typically represented by a set of blocks connected with each other through electrical or physical ports. It is thus reasonable that in recent years WDF have become widely applied in the field of nonlinear audio system modeling as a solid approach.

Digital modeling using classical WDF is able to handle series and parallel topologies as well as simulation results. Real-time behavior of the eventual implementation are discussed, as well as simulation results.
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The remainder of this paper is structured as follows: Section 2 reviews the previous research on resolving multiple/multiport WDF nonlinearities within a single SPQR tree. Section 3 illuminates the details of the modified blockwise method and its significance to the modeling of cascaded vacuum tube amplifiers. The case study is given in Section 4. Section 5 summarizes the results and discusses future research directions.

2. PREVIOUS WORK

In this Section, recent developments in WDF modeling of nonlinear circuits are reviewed. In particular, two approaches that resolve the multiple delay-free loops within multiple/multiport nonlinearities within R-type adaptors are discussed.

Previous studies [14, 17] have developed a general approach that can decompose any given circuit into Series, Parallel, and Rigidly connected WDF elements, and thus form a WDF SPQR tree, which uses an R-type adaptor to absorb any complex (neither series nor parallel) topologies. All nonlinearities are placed at the “roots” of the SPQR tree, while the remaining subtrees containing series, parallel, or even other R-type connected linear elements can be modeled using conventional WDF theory. Thévenin port equivalents and Modified Nodal Analysis (MNA) [16] are utilized to compute the wave scattering matrix S for each R-type adaptor:

\[
\begin{bmatrix}
 b_1 \\
 b_E
\end{bmatrix} = S \begin{bmatrix}
 a_1 \\
 a_E
\end{bmatrix} = \begin{bmatrix}
 S_{11} & S_{12} \\
 S_{21} & S_{22}
\end{bmatrix} \begin{bmatrix}
 a_1 \\
 a_E
\end{bmatrix},
\]

(1)

where \( a_I \) and \( b_I \) represent the vectors of internal incident and reflected waves from the nonlinearities, while \( a_E \) and \( b_E \) represent the external incident and reflected waves from the subtrees.

Whereas the wave domain nonlinear relationship between \( a_I \) and \( b_I \) can be represented by \( a_I = F_v(b_I) \), it is much easier to obtain the Kirchhoff domain nonlinear relationship:

\[
\mathbf{v}_C = \mathbf{F}_v(\mathbf{v}_C),
\]

(2)

since the behaviors of most nonlinear electronic devices are usually defined in the Kirchhoff domain, while only some specific nonlinearities can be modeled in wave domain using the Lambert \( \mathcal{W} \) function [30, 31, 32].

Therefore, the internal wave vectors \( a_I \) and \( b_I \) are converted to the corresponding Kirchhoff vectors \( \mathbf{v}_I \) and \( \mathbf{v}_C \) using a \( \omega \rightarrow \mathcal{K} \) converter matrix \( C \):

\[
\begin{bmatrix}
  \mathbf{v}_C \\
  \mathbf{a}_I
\end{bmatrix} = \begin{bmatrix}
  C_{11} & C_{12} \\
  C_{21} & C_{22}
\end{bmatrix} \begin{bmatrix}
  \mathbf{v}_I \\
  \mathbf{b}_I
\end{bmatrix} = \begin{bmatrix}
  -R_I & I \\
  -2R_I & I
\end{bmatrix} \begin{bmatrix}
  \mathbf{v}_I \\
  \mathbf{b}_I
\end{bmatrix},
\]

(3)

where \( R_I \) is a diagonal matrix of internal port resistances. Combining (1) and (3) yields a new scattering relationship:

\[
\begin{bmatrix}
  \mathbf{v}_C \\
  \mathbf{b}_E
\end{bmatrix} = \begin{bmatrix}
  \mathbf{F} & \mathbf{E} \\
  \mathbf{N} & \mathbf{M}
\end{bmatrix} \begin{bmatrix}
  \mathbf{v}_I \\
  \mathbf{a}_E
\end{bmatrix},
\]

(4)

where

\[
\begin{align*}
\mathbf{E} &= C_{12}(I + S_{11}HC_{22})S_{12} \\
\mathbf{F} &= C_{12}S_{11}HC_{21} + C_{11} \\
\mathbf{M} &= S_{21}HC_{22}S_{12} + S_{22} \\
\mathbf{N} &= S_{21}HC_{21},
\end{align*}
\]

(5)

with \( \mathbf{H} = (I - C_{22}S_{11})^{-1} \).

Plugging (2) into (4) yields the delay-free loops within the \( \mathcal{R} \)-type adaptor:

\[
\mathbf{v}_C = \mathbf{Ea}_E + \mathbf{FF}_v(\mathbf{v}_C).
\]

(6)

The delay-free loops in (6) can be resolved using either K-method or iterative techniques. In terms of high speed data access and memory consumption, using multidimensional tables transformed by K-method [12, 18] in real-time simulation becomes more expensive as the dimension increases. In addition, the neighbor searching and scattered interpolation of multidimensional table data further aggravates the computational load. As a more general approach, multidimensional iterative techniques solve instantaneous loops by finding numerical solutions to the given nonlinear systems, and hence are applied in [22] to offer an alternative to K-method. To solve for \( \mathbf{v}_C \) in (6), the following multidimensional nonlinear equation can be constructed:

\[
H(\mathbf{v}_C) = E\mathbf{a}_E + F\mathbf{F}_v(\mathbf{v}_C) - \mathbf{v}_C = 0.
\]

(7)

Several iterative approaches are available to obtain the numerical solution to this equation. The simplest and typically most effective way is multidimensional Newton’s method. For the multidimensional function \( H(\mathbf{v}_C) \), given an initial guess \( \mathbf{v}_C^0 \) in a sufficiently close neighborhood of one of its zeros, a numerical approximation of the solution can be obtained iteratively by

\[
\mathbf{v}_C^{k+1} = \mathbf{v}_C^k - J_H(\mathbf{v}_C^k)^{-1}H(\mathbf{v}_C^k),
\]

(8)

where \( J_H \) is the Jacobian matrix of \( H \). The choice of the initial guess \( \mathbf{v}_C^0 \) is detailed in [22]. Although several advanced iterative algorithms based on Newton’s method can be devised to achieve a higher convergence rate, the overall computational complexity within each iteration expands dramatically as the dimension of the inverse Jacobian matrix \( J_H^{-1} \) increases, especially in [23] where four WDF triode models were involved in one single SPQR tree.

3. MODIFIED BLOCKWISE METHOD

As discussed in the previous section, performance degradation in high-dimensional cases is dramatic in the multi-linearity WDF systems resolved by either K-method or iterative methods, while such circumstances are inevitable when cascaded vacuum tube amplifiers are modeled as a whole. On the other hand, as a common approach to deal with complex cascaded systems, simply decomposing cascaded tube amplifiers into minimal separate stages (i.e., one tube per stage) is also not applicable due to the strong mutual interactions that comes from the loading effect between two adjacent tube amplifiers, although it minimizes the dimension of the local nonlinear equations to be solved each time.

Figure 1: Decomposing cascaded vacuum tube amplifiers using the modified blockwise method.
In [28], the loading effects between three cascaded typical common-cathode triode amplifiers have been measured and compared. It has been proved that there is very small interaction between the first and the third amplifier and hence, it is sufficient to consider only the second amplifier as the nonlinear load for the first one, which lays the foundation of the modified blockwise method. Applied in several previous practices [25, 26, 27] on equation-based simulation of cascaded vacuum tube amplifiers, the modified blockwise method decomposes the cascaded amplifiers into several coupled triode amplifier stages that are modeled separately as illustrated in Fig. 1. It is noteworthy that the extra computational load introduced by the redundant triode amplifiers involved in the simulation is far outweighed by the reduced overall computational complexity of the whole system.

Figure 2: Extracting the proper output signal of the first amplifier in a coupled common-cathode triode amplifier stage.

The modified blockwise structure ensures that in each stage, the nonlinear current flowing into the grid of the second triode is taken into account and therefore, the output signal of the first triode amplifier is correct and ready to be fed into the next stage. Fig. 2 points out the circuit node $P_3$ where the output signal of the first amplifier is usually extracted in a coupled common-cathode triode amplifier stage. On the other hand, extracting the signal at $P_5$ is usually not applicable, although it cuts down the number of redundant components in the next stage. Such a conclusion is drawn on the basis of the triodes’ grid limiting behavior [33] illustrated in Fig. 3. As the input voltage $V_{in}$ to the triode amplifier is made larger, the grid current $I_g$ increases, causing an increased voltage drop across the grid resistor $R_{gan}$. This tends to make the grid voltage $V_g$ increase much less than the input. As a result, the grid resistor $R_{gan}$ is of great significance and hence cannot be simply separated from the simulation unless the triode’s operating point is not located in the grid limiting region under any circumstances.

Figure 3: Grid limiting behavior of a vacuum tube triode.

4. CASE STUDY

As an example of combining multi-nonlinearity WDF modeling techniques with the modified blockwise method, we study the preamplifier stage of the MESA/Boogie® Mark II-B™ guitar amplifier, which consists of five cascaded vacuum tube triode amplifiers. The prototype of this circuit was patented by Smith [34] in 1980 as the world’s first high gain dual mode channel switching amplifier.

4.1. System Decomposition

As shown in Fig. 5a and 5b, both “Clean” and “Lead” branches are cascaded vacuum tube triode amplifiers that can be decomposed into small coupled triode amplifier stages using the modified blockwise method. The circuit nodes where signals should be extracted are marked in these schematics. In Fig. 5a, the output signal of Stage 3 is extracted at $P_3$ rather than the node between capacitor $C_k$ and resistor $R_p$ simply because it is much easier to get the plate voltage of triode V1B in the corresponding WDF SPQR tree as presented in Fig. 6, whereas extracting signal elsewhere requires extra subtraction. It is also worth mentioning that the circuit node $P_3$ in both Fig. 5a and 5b is carefully chosen so that the “Lead” and “Clean” branches can share the same coupled triode output stage without extra computational load. Such a strategy is based on careful measurements of the input and output signals of Stage 5, a cathode follower which has no gain but a constant grid-to-cathode voltage.

On the basis of the marked circuit nodes in Fig. 5, the reference circuit is decomposed into five coupled triode amplifier stages organized in the modified blockwise structure and then modeled using WDF techniques. Fig. 6 shows the resulting SPQR trees of each stage and a diagram of the system structure at the top right corner that illustrates the relationship between the dual triode stages in the modified blockwise structure and the original cascaded circuit stages, where the original stages containing triodes are marked with a darker color. All the linear elements in the circuits are modeled using voltage wave variables. The active sections of a potentiometer are treated separately and identified by suffix numbers (e.g., the potentiometer “Volume” in Stage 3 is separated into “Vol1” and “Vol2”).

Figure 4: Internal structure of a wave-domain double-point, double-throw (DPDT) switch.

In previous WDF modeling practices [29, 35], the single-pole, single-throw (SPST) switch is usually modeled as non-adaptable elements at the root of the trees. In this work, a wave-domain double-point, double-throw (DPDT) switch is devised to model the equivalent behavior of some circuits containing SPST switches. The common port of a DPDT switch can only be connected with one of the two sub-ports, as illustrated in Fig. 4. The two different states of an SPST switch in a circuit will result in two different local topologies. If the differences are within one subtree of an $R$-type adaptor, then this wave-domain DPDT switch can be utilized to adapt the two local subtrees derived from the two topolo-
gies. In the process, some elements will inevitably appear twice in the whole SPQR tree, therefore, the two identical elements are distinguished from each other by an extra apostrophe in the labels (e.g., the potentiometer “Middle” in Stage 2 has two identical WDF models “M” and “M’” in two local subtrees).

4.2. Resolving Coupled Triodes

Although the modified blockwise decomposition of the reference circuit reduces the dimension of the local nonlinear system from 8D/10D to 4D (coupled triode amplifiers), the size of a K-method-transformed multidimensional lookup table is still too large for real-time simulations. Thus, in this case study, multidimensional Newton’s method is used to resolve the dual triodes within one SPQR tree, which involves utilizing the Jacobian matrix $J$ as a direction to find the root of the nonlinear equations (7) formed by the mathematical models of these triodes. However, previous triode models [36, 37, 38, 39] are all piece-wise nonlinear functions that result in poor performance near the points of discontinuity.

Preferred by recent research [23, 28, 40, 41], the physically-motivated Dempwolf triode model [42] smooths the discontinuity by combinations of exponential and logarithmic functions:

$$
\begin{aligned}
I_{gh} &= f(V_{gh}) = G_g \cdot \left( \frac{1}{C_g} \log(1 + e^{C_g V_{gh}}) \right)^\xi + I_{g0} \\
I_k &= g(V_{gh}, V_{pk}) = C \cdot \left( \frac{1}{C} \log(1 + e^{C V_{pk}}) \right)^\gamma \\
I_{pk} &= I_k - I_{gh} = g(V_{gh}, V_{pk}) - f(V_{gh}),
\end{aligned}
$$

with grid-to-cathode voltage and current $V_{gh}$, $I_{gh}$, plate-to-cathode voltage and current $V_{pk}$, $I_{pk}$, cathode current $I_k$, and constant model parameters such as permeances $G_g$, $G$, adaption factors $C_g$, $C$ and exponents $\xi$, $\gamma$.

For a typical 12AX7 tube, the model parameters are given in Table 1.

<table>
<thead>
<tr>
<th>$G_g$</th>
<th>$C_g$</th>
<th>$\xi$</th>
<th>$I_{g0}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.177E-4</td>
<td>9.901</td>
<td>1.314</td>
<td>8.025E-8</td>
</tr>
<tr>
<td>$G$</td>
<td>$C$</td>
<td>$\gamma$</td>
<td>$\mu$</td>
</tr>
<tr>
<td>2.242E-3</td>
<td>3.4</td>
<td>1.26</td>
<td>103.2</td>
</tr>
</tbody>
</table>

For dual triode amplifier stages, plugging (9) into (2) yields

$$
I_C = \left[ \begin{array}{c} I_{gh1} \\ I_{gh2} \\ I_{pk1} \\ I_{pk2} \end{array} \right] = F_k(\mathbf{v}_C) = F_k(\begin{bmatrix} V_{gh1} \\ V_{gh2} \\ V_{pk1} \\ V_{pk2} \end{bmatrix}) = \begin{bmatrix} g_1 - f_1 \\ f_2 - f_2 \\ g_1 - f_1 \\ f_2 - f_2 \end{bmatrix}, \tag{10}
$$

where $f_j$ denotes $f(V_{ghj})$ and $g_j$ denotes $g(V_{ghj}, V_{pkj}) - f(V_{ghj})$.

Hence, the multidimensional nonlinear equation (7) of each dual triode amplifier stage can be expressed as

$$
H(\begin{bmatrix} V_{gh1} \\ V_{gh2} \\ V_{pk1} \\ V_{pk2} \end{bmatrix}) = \mathbf{E}_A + \mathbf{F} \begin{bmatrix} f_1 \\ g_1 - f_1 \\ f_2 \\ g_2 - f_2 \end{bmatrix} - \begin{bmatrix} V_{gh1} \\ V_{gh2} \\ V_{pk1} \\ V_{pk2} \end{bmatrix} = 0. \tag{11}
$$
The corresponding iteration expression (8) thus becomes

\[
\begin{bmatrix}
V_{gk+1}^{k+1} \\
V_{pk+1}^{k+1} \\
V_{gk+2}^{k+1} \\
V_{pk+2}^{k+1}
\end{bmatrix}
=
\begin{bmatrix}
V_{gk+1}^{k} \\
V_{pk+1}^{k} \\
V_{gk+2}^{k} \\
V_{pk+2}^{k}
\end{bmatrix}
- J_H \left( \begin{bmatrix}
V_{gk+1}^{k} \\
V_{pk+1}^{k} \\
V_{gk+2}^{k} \\
V_{pk+2}^{k}
\end{bmatrix}\right)^T H \left( \begin{bmatrix}
V_{gk+1}^{k} \\
V_{pk+1}^{k} \\
V_{gk+2}^{k} \\
V_{pk+2}^{k}
\end{bmatrix}\right),
\]

where the four-dimensional Jacobian matrix \( J_H \) is given by

\[
J_H = F J_{F_k} - I,
\]

with

\[
J_{F_k} = \begin{bmatrix}
\frac{\partial f_1}{\partial V_{gk+1}} & \frac{\partial f_1}{\partial V_{gk+2}} & 0 & 0 \\
\frac{\partial f_2}{\partial V_{gk+1}} & \frac{\partial f_2}{\partial V_{gk+2}} & 0 & 0 \\
0 & 0 & \frac{\partial f_3}{\partial V_{gk+1}} & \frac{\partial f_3}{\partial V_{gk+2}} \\
0 & 0 & \frac{\partial f_4}{\partial V_{gk+1}} & \frac{\partial f_4}{\partial V_{gk+2}}
\end{bmatrix}.
\]

4.3. Performance Optimization Methods

Various methods can be used to optimize the performance of the WDF simulation system to make it run in real time. A widely applied one is to tabulate the nonlinearity with a proper uniform interval and introduce linear interpolation into the table lookup process [19]. In this case study, the two nonlinear functions \( I_{gk} = f(V_{gk}) \) and \( I_k = g(V_{pk}, V_{gk}) \) in the Dempwolf triode model (9) are tabulated into two one-dimensional lookup tables corresponding to a pair of indices \( V_1, V_2 \) transformed through

\[
\begin{bmatrix}
V_1 \\
V_2
\end{bmatrix} = \begin{bmatrix}
1 & 0 & V_{gk} \\
1 & \frac{1}{n} & V_{pk}
\end{bmatrix}.
\]

Combining (9) and (14) also yields

\[
\frac{\partial g(V_{pk} + \frac{V_{pk}}{\mu})}{\partial V_{pk}} = \frac{1}{\mu} \frac{\partial g(V_{pk} + V_{gk})}{\partial V_{gk}}.
\]

Thus, all the elements in the Jacobian matrix \( J_{F_k} \) (14) can also be covered by two 1D nonlinear tables \( \frac{\partial f_1}{\partial V_{gk}} \) and \( \frac{\partial f_2}{\partial V_{gk}} \) corresponding to the same pair of indices \( V_1, V_2 \) given in (15).

Linear interpolation is applied when utilizing the four 1D tables \( f(V_1), \frac{\partial f_1}{\partial V_{gk}}, f(V_2), \frac{\partial f_2}{\partial V_{gk}} \). For a 1D table \( y[n] \), given an accurate value \( x \) between two adjacent integer indices \( n \) and \( n+1 \), the linear interpolation result \( y[x] \) is defined by

\[
y[x] = y[n] + (x-n) (y[n+1] - y[n]),
\]

which can be further optimized by introducing a different table \( \Delta y[n] = y[n+1] - y[n] \) that replaces the extra subtraction:

\[
y[x] = y[n] + (x-n) \Delta y[n]
\]

Another approach to speed up the simulation process is developed from the perspective of matrix-operation performance tuning. In this study, the open source C++ linear algebra library Armadillo [43] is used to cover the basic matrix operations such as addition, multiplication and inversion. However, when solving the 4D local nonlinear system (11) within each coupled triode amplifier stage, the most time-consuming process in each iteration (12) is the inversion of the 4D matrix \( J_H \), although the inversions of small matrices up to 4D are carried out explicitly inside Armadillo. This is due to the large overheads introduced by Armadillo wrappers to take different measures according to different matrix dimensions. The same situation occurs when Armadillo is calling the general matrix-vector multiplication (GEMV) in Basic Linear

\[
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\]
Algebra Subprograms (BLAS), in which case more overheads is introduced since BLAS is row-oriented so that an extra transposition is required when called by the column-oriented Armadillo. Therefore, explicit 4D matrix inversion and 4D matrix-vector multiplication are implemented to avoid extra overheads.

Finally, to further increase the simulation speed, a certain level of accuracy can be carefully sacrificed by increasing the error tolerance threshold $TOL$ of the iterative root-finding process, which serves as a termination criterion for iteration:

$$||H(v_C)|| \leq TOL$$

4.4. Simulation Results

The modified blockwise WDF system was implemented in C++ language and tested on a MacBook Pro with 2.3 GHz Intel Core i5 and 8GB RAM at 4x oversampling of a typical audio sampling rate of 44.1 kHz (176.4 kHz). After several successful initial offline behavioral tests, the system was tested in real-time with a buffer size of 256 samples and a 15.1% maximal CPU load.

To test the system’s time domain response, 1kHz sinusoids with a small peak-to-peak voltage of 2mV, 5mV, 10mV and 20mV were used as input signal to observe in particular the transition from linear amplification to soft clipping in “Lead” mode. As presented in Fig. 7, the output waveforms of the WDF system show excellent agreement with LTspice simulation results of the same circuit. As the input amplitude increases gradually, the grid limiting first starts to appear in the negative cycle of the output waveform, and when the input level is even higher, the positive cycle is cut off. The error of a fully clipped output signal corresponding to a 1kHz, 250mV peak-to-peak sinusoid is shown in Fig. 8. Most errors occur during zero-crossing with a maximum of 4.5V, which might be introduced by the alignment deviation after resampling SPICE results onto the time grid of the WDF simulation.

Fig. 9 shows the comparison of WDF and SPICE’s frequency responses to a 1kHz, 250mV peak-to-peak input sinusoid. The SPICE results have been offset by 50Hz to create clarity. The first twenty harmonic peak frequencies of the WDF simulation agree well with the SPICE results. To verify the system’s behavior across the audible range, exponential sine sweeps [44] between 20Hz and 20kHz is used as input signal, the response spectrograms of “Clean” and “Lead” mode are presented in Fig. 10 and 11 respectively. It is confirmed that the harder clipping in “Lead” mode results in higher harmonics in the corresponding output signal.

Preserving a reasonably high accuracy of simulation, the modified blockwise WDF system shows superior performance advantages when compared with SPICE and single WDF SPQR tree system. For the “Lead” mode circuit containing five cascaded triode amplifiers, given a 1-second input sinusoid, the modified blockwise WDF system only spends around 370ms to finish the whole simulation, while a single WDF SPQR tree model of the same circuit requires more than 20s, and the corresponding simulation time of SPICE even exceeds 80s.
5. CONCLUSION AND FUTURE WORK

In this paper, the modified blockwise method is applied to the WDF modeling of cascaded vacuum tube amplifiers to reduce the overall computational complexity of solving high-dimensional non-linear systems. The cascaded tube amplifier was decomposed into several small stages containing two adjacent triodes. With the help of several performance optimization methods, such as lookup tables with linear interpolation and explicitly implemented matrix operations, the resulting modified blockwise WDF simulation system preserves a reasonably high precision in both time and frequency domains while exhibiting extremely high simulation speed on a standard laptop and hence, is capable of running in real-time.

As stated in the previous sections, the K-method transformed nonlinear multidimensional lookup tables are currently not competitive due to their high memory consumption and slow data-access speed. However, given enough memory, a table-lookup will be much faster than the iteration process. Sparse memory techniques [45] can be pursued, but they must ultimately be less expensive than Newton iterations. We therefore believe that future research could focus on 4D nonuniform tabulation, and high-speed 4D nearest neighbor searching algorithms. Unlike most vacuum tube preamplifiers in cascading structures, most vacuum tube power amplifiers are push-pull tube circuits that cannot be simulated by simply applying the strategies mentioned in this paper. Hence, further research can be done in this direction as well.
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