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ABSTRACT

Through this research, we develop a study aiming to explore how
adaptive music can help in guiding players across virtual environ-
ments. A video game consisting of a virtual 3D labyrinth was built,
and two groups of subjects played through it, having the goal of
retrieving a series of objects in as short a time as possible. Each
group played a different version of the prototype in terms of audio:
one had the ability to state their preferences by choosing several
musical attributes, which would influence the actual spatialised
music they listened to during gameplay; the other group played a
version of the prototype with a default, non-adaptive, but also spa-
tialised soundtrack. Time elapsed while completing the task was
measured as a way to test user performance. Results show a sta-
tistically significant correlation between player performance and
the inclusion of a soundtrack adapted to each user. We conclude
that there is an absence of a firm musical criteria when making
sounds be prominent and easy to track for users, and that an adap-
tive system like the one we propose proves useful and effective
when dealing with a complex user base.

1. INTRODUCTION

Most video game design challenges are related to the scope of pos-
sible player decisions. Current-generation open-world games offer
an enormous variety of places to go and things to do, which makes
designing specific player behaviour a daunting task. The prob-
lem of guiding a player through a big and complex virtual envi-
ronment is frequently solved by adding extradiegetic information
to the graphical user interface (GUI), thus reducing presence [1]
and immersion [2]. Games like Horizon: Zero Dawn1 overcome
this problem by justifying the overabundance of head-up display
(HUD) elements with an in-game excuse (in this particular case:
a high-tech tracking device the main character wears). However,
this is not always possible for every video game.

Through this article, we describe our study on how to guide
a player in a virtual environment exclusively using audio. Our
premise is that we can reduce the need of a cluttered GUI while re-
taining immersion and player performance, by letting participants
firstly choose their preferred sound attributes and then adapting the
soundtrack to these preferences.

In section 2, we start by analysing previously published work
on adaptive music and player navigation using sound clues. In
the next section, the experiment used to validate our proposal is
described; its results are later summarized in section 4. Lastly,

1https://www.guerrilla-games.com/play/horizon

in sections 5 and 6, we include a brief discussion on the implica-
tions of our findings and several conclusions about how these ideas
could be used in the design of a commercial adaptive music system
for video games.

2. PLAYER NAVIGATION AND ADAPTIVE MUSIC

The idea behind this article emerged from our previous work [3],
which suggested there could exist a correlation between variations
in the basic elements of a certain soundtrack and player decisions
during an interactive experience: harmonic, high-pitched melodies
seemed to attract users more efficiently than cacophonous, low-
pitched ones. However, participant’s reactions and behaviour var-
ied greatly depending on the result each user achieved during the
Bartle test [4]: certain groups of subjects were attracted to musi-
cal attributes which did not work as a lure for others. This led to
the conclusion that personal auditive preference is important when
using sound to orient players in video games.

We were also inspired by previous research with blind peo-
ple [5], which acknowledges the existence of a conceptual level,
in addition to a perceptual one, in the learning process associated
with scouring an unknown environment in search for clues that al-
low to build mental, 3D "maps". This kind of perspective is of
utmost importance for our research, because we base our work on
the existence of culturally attained categories which relate to for-
mal auditive parameters.

2.1. An adaptive music system

Adaptive music used in video games usually consists of an atmo-
spheric, non-spatialised soundtrack which changes in response to
specific events taking place in the virtual world. Said changes can
happen procedurally or be previously scripted.

Due to the existence of very different social groups in terms
of musical perception, we decided to build an adaptive, live music
system, so as to respond in real time to player decisions while they
play video games. This system is called LitSens [6, 7], and works
by automatically combining short fragments of music composed
by a human. LitSens was used in the present research as an audio
foundation for the game we utilised in the experiment, which is
described in section 3.

Our intention was to parameterise a series of basic musical
attributes, so as to be able to modify them in real time with ease
and efficiency. Our approach was similar to those of systems like
ANTESCOFO [8], which go beyond pitch in terms of simple audio
descriptors.
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Furthermore, LitSens approaches adaptive music from an emo-
tional perspective. The idea behind it is to adapt to player’s emo-
tional responses, in a way that allows a game designer to provide
an adaptive soundtrack without taking into account every possible
interaction or outcome. Wallis, Ingalls & Campana [9] approach
this problem in a very similar way: they extract certain compo-
nents, such as valence and arousal, from common emotional mod-
els, and apply them to music generation in real time.

2.2. Guiding players in virtual environments

The problem of guiding player movement in a virtual environment
is a common issue in game design. Some authors, like Milam &
El Nasr [10], have established a taxonomy of design patterns in
3D games, aiming to standardise these strategies, but academic
work on player orientation through sound is scarce. Additionally,
sound is not usually even taken into account when building these
guiding techniques: none of the five patterns proposed by Milam
& El Nasr make explicit use of sound. This opens an unexplored
field of possibilities for game designers, who usually rely on visual
clues.

It is not uncommon, however, to find alternative guiding tech-
niques based on a video game’s narratives. Earlier approaches, like
the one presented by T. A. Galyean [11], rely on a path established
by a narrative, which the user must follow to keep up. Recent com-
mercial video games, like The Stanley Parable2, Dear Esther3 or
Gone Home4 all rely on narrative elements (e.g.: the voice of a
narrator) to guide players to the next goal or important milestone.
However, these techniques also rely on small or highly controlled
virtual environments. Entangled paths or huge, open worlds re-
quire a different approach, and sound could be the key to solve the
problem of subtle navigation assistance.

2.3. Auditive preference and meaningful variations

Additionally, Eisenberg & Forde[12] show that it is possible to es-
tablish a series of simple predictors, like creativity, complexity or
technical goodness, which explain the variations in preference dur-
ing a human evaluation of music. Though people’s musical taste
or preference is commonly measured and evaluated with musical
genres in mind [13], we are interested in modifying simple auditive
features, which allow for a more flexible approach and are consis-
tent with an adaptive music system such as LitSens. We used com-
plexity, pitch and rhythm as the three modifiable attributes during
our experiment, as will be explained in section 3. This decision is
consistent with previous uses of musical complexity (in and out-
of-key notes, harmonic versus dissonant layering) [14], pitch (high
and low tone) [15] and rhythm (slow or fast) [16] to produce per-
ceptible changes when listening to audio fragments. The technique
we used to increase complexity was simply to introduce layers of
sound –formed by out of tune intervals and dissonant chords– that
disrupted the harmony of a base track. This can be appreciated
when comparing the two spectrograms depicted in figure 1. Pitch
and rhythm modifications were made without adding any layer to
the base mix; instead, we simply modified those values in real time
for the whole track using commands from the game engine.

As for what makes a sound "stand out" over others, a very
common opinion, based on classic works by Fletcher & Munson

2https://www.stanleyparable.com/
3http://www.dear-esther.com/
4https://www.gonehome.game/

(the famed Fletcher-Munson curves) [17] is that a higher pitch –
around 2000 and 5000 Hertz (Hz)– will usually dominate a mix
in terms of perceived loudness. However, it has been known for
a long time that listener’s perception of several auditive attributes,
included tone dominance, can be influenced by many different fac-
tors. Regarding pitch perception, in certain conditions[18], lower
frequencies can be dominant. In the context of this research, dom-
inance is a determinant factor when identifying and following spa-
tialised sounds.

3. EXPERIMENT DESIGN

The following experiment had the objective of exploring the re-
lationship between the presence or absence of adaptive music in
a video game and player performance while solving a labyrinth-
like orientation puzzle. It also measured the level of coherence
between users’ perception of sounds and their actual response to
them.

3.1. Design

Before starting with the experiment, all participants were randomly
distributed in two groups: A and B. Initially, both groups had the
same size (N = 17), though group A lost a subject due to hearing
health problems. Throughout the experiment, only two persons
were in the area at a time: one participant and one test supervisor.
There were four differentiated phases in every session: SAM test,
attribute selection, game playing and sociological survey.

Subjects from group A started by taking a Self-Assessment
Manikin (SAM) test [19, 20] about three pairs of sounds. Each
pair was played consecutively, and had a strong relationship with
one of the basic categories used to classify sounds in our test-bed
game. The sounds in every pair represented the two opposed con-
cepts for each of the following categories, presented in order in
the test: tone (low-high), structure (simple-complex) and rhythm
(slow-fast). The differences between the sounds of each category
were big enough to be easily noticeable, as can be seen in figure
1, and during the test all sounds were evaluated separately after
listening to each pair, in order to compare them.

The SAM test was passed in its 9-point scale version, by
means of a digital form which contained all three measurements:
emotional valence, arousal and dominance. This test uses the
Semantic Differential [21] as a basis, and simplifies it. Thus,
emotional valence measures "pleasure", and is strongly related to
bipolar adjective pairs such as unhappy-happy, annoyed-pleased,
unsatisfied-satisfied, melancholic-contented, despairing-hopeful
or bored-relaxed. Arousal, on the other hand, is related to pairs
like relaxed-stimulated, calm-excited, sluggish-frenzied, dull-
jittery, sleepy-wide awake, unaroused-aroused. Lastly, dominance
is related to adjectives like controlled-controlling, influenced-
influential, cared for-in control, awed-important, submissive-
dominant and guided-autonomous.

Subjects from group B were given the same test, but only eval-
uated one sound. This sound contained the default audio played by
their version of the game, classified as: slow, low and simple. This
evaluation was not taken into account later and it was performed
to give the subject of this group the same insight than the subjects
in group A about the auditive nature of the experiment, in order to
avoid possible bias.
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Figure 1: Spectrogram of simple (top) and complex (bottom) variations of the same sound.

Once finished with the test, subjects from both groups had to
launch our software, which ran as a full-screen computer game
developed with Unreal Engine 4 5.

People in group A (experimental group) were asked to se-
lect, from an in-game menu with three categories (rhythm, tone
and structure), the attribute for each of them (slow-fast, low-high
simple-complex), which, from their point of view, would make a
sound stand out over the rest. Thus, a total of 8 final outcomes
were possible. People in group B (the control group) were not
given this option, and played with default audio. No sound clues
were included to help users from group A decide: the only previ-
ous reference was the SAM test. This was done in order to evalu-
ate the coherence between subjects’ perception of what sound suits
them better and actual performance produced by their selection.

For group A, a personalized level was loaded after their prefer-
ences were specified. For group B, the level loaded with the default
sounds (low tone, slow rhythm, simple structure). Said level con-
sisted of a three dimensional labyrinth, played from a first-person
perspective. From a logical standpoint, however, its structure can
be considered two dimensional; it is depicted as a map in figure 2.

Players could move and look around using a keyboard (WASD
keys) and a mouse. Every user was told to look for and recover a
total of three statuettes inside this labyrinth, as quickly as possi-
ble. Elapsed time and number of statuettes recovered were shown
on the screen permanently to keep the player informed at any time
about his goal. The only way to recover a statuette was to step
on it. Every time one of them was picked up, a measure of total
elapsed time was stored in a log file. At the end of each session,
this log was retrieved and tagged with the correspondent partici-
pant number. From now on, we will call the tree time measure-

5https://www.unrealengine.com/en-US/what-is-unreal-engine-4

ments as follows, for convenience: t1 (first statuette), t2 (second
statuette) and t3 (third statuette, or total time).

Every statuette emitted a spatialised, monophonic music track
which blended with a base stereophonic soundtrack. The base
soundtrack was a low, synthetic drone, with no variations in tone or
intensity. For users in group A, the emitted track was modified to
adapt to their specified preferences in musical attributes. For users
in group B, the track was always the default one. Once recovered,
the statuette stopped emitting sound in every case, by means of a 2
second linear fade out. If the spatialised audio track was received
by the camera listener through a wall, a low-pass filter with a cutoff
frequency of 900 Hz was applied.

When all three objects were recovered, the game ended and
the application was closed. After finishing with the game, every
subject from both groups had to take a brief test to determine their
sociological profile. Data retrieved included: age, sex, country
of birth, level of education completed, presence of hearing prob-
lems, fondness for music and sound and performance when play-
ing video games.

Subjects were also asked if sound was useful when trying to
find the three statuettes inside the virtual labyrinth. Results from
this question constitute a variable we named "help index" (hi). A
Likert 5-point scale [22, 23] was employed for this and all ques-
tions requiring gradation, except for the SAM test, where a 9-point
scale was utilised.

Two leaflets with instructions were created, one for each
group. Every subject had to read only the pertinent one while wait-
ing to begin. These documents contained a detailed description of
all actions every user would have to take during the experiment.
Brief instructions on how to listen to the sounds and how to take
the SAM test were included, as well as keyboard and mouse con-
trols for the video game. All users were also told it was of utmost
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Figure 2: Diagram showing the layout of the virtual environment utilised during the experiment. There is a starting point (SP ) and three
collectibles (C) in the form of statuettes. Red circles represent the area of influence of each sound. Walls applied occlusion through a
low-pass filter, not depicted in the diagram. A capture of the game is also shown on the right.

importance to complete the level in as few seconds as possible, and
that they had to find three small statuettes to do so. The only dif-
ference between "A" and "B" versions was the lack of explanation
on how to evaluate pairs of sounds (since this was not necessary
for group B).

To evaluate results from both the 5 point Likert scales and the
9 point SAM scales a parametric, unpaired test (Student’s t test)
was utilised.

Finally, after finishing with the experiment, all subjects from
group A were asked to explain, in their own words, the reasons for
their attributes selection.

3.2. Hypothesis

Our hypothesis was that a statistical difference may be found be-
tween the two groups of users (A and B), in terms of performance
(measured in total time, t3), with the conditions established above.
Our independent variable is the presence or absence of a prefer-
ence selector at the beginning of the experiment that influences
music played in the game. We also aimed to find a relationship
between the initial selection of auditive features (available to par-
ticipants in group A only) and t3.

3.3. Demography

There existed two prerequisites participants had to meet so as to
take the experiment: the ability to hear properly and having played
at least one video game of the first person shooter (FPS) genre.
All subjects met these requirements, and were students (graduate
and postgraduate) or worked as lecturers in the field of Computer
Science.

In total, 33 subjects participated in our experiment, of which
16 were assigned to group A (composed of 14 males and 2 fe-
males) and 17 (with 15 males and 2 females) to group B. From the
total number, 29 were born in Spain, and the other 4 were from
Colombia, Bolivia, Switzerland and Venezuela. All of them were
native speakers of Spanish, which was the language used through-
out the whole experiment. Also, they shared similar cultural fea-
tures, and all but one had lived most of their lives in Spain.

Average ages in groups A and B were similar: 23,438 (A)
and 24,059 (B) years. The mode was 18 in both cases, as most
participants were first-year students.

68.8 % of the participants were undergraduate students,
whereas 6.3 % were studying a master’s degree at the moment.
The rest were Ph. D. students (12.4 %) or university professors
and researchers (12.5 %).

When asked if they played games frequently, most subjects
in groups A and B answered positively, with a mode of 5 out of
5 in both cases, and a mean of 4.5 (A) and 4.412 (B). They also
considered themselves good video game players, achieving a mode
of 4 out of 5 for both groups and an average of 3.688 (A) and 3.824
(B). These scores were slightly lower when asking them if they
were good with FPS games: the mode was 3 out of 5 in A and B,
while the averages were 3.5 (A) and 3.353 (B).

As for self-evaluation of their hearing proficiency, when asked
if they have good hearing, the modes were 5 (A) and 4 (B) out of
5, and the averages, 4.125 (A) and 4 (B). Besides, when told to
answer if they have a "good ear" for music, the mode was 4 out of
5 in both cases, and the averages were 3.688 (A) and 3.353 (B).

Musicians were selected and distributed evenly between
groups, with a total of 2 in each one. This was done to avoid
possible bias due to their knowledge of music and audio, and they
were the only participants which were not randomly distributed.
This process occured before starting with the experiment, and the
affected participants were unaware of it.

This leaves us with a surveyed sample which has a very good
perception of their own hearing, but with an average-to-neutral
confidence in their "musical ear".

4. RESULTS

The results of the previously described experiment (and its asso-
ciated survey) point to several statistically significant differences
between groups A and B in terms of both performance and self-
assessment.

Subjects from group A achieved a total average time of com-
pletion (t3) of 78.108 seconds, whereas participants in group B
took an average of 132.987 seconds. The median in group A is
75.694, while in group B is 100.668. The lack of similarity be-
tween average and median times in group B can be explained by
the presence of two clear outliers (as seen in figure 3), who com-
pleted the level in 369.250 and 367.020 seconds respectively. A
parametric analysis of these results can be consulted in Table 1.
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Figure 3: Difference between groups A and B in total time (t3).

Table 1: Student’s t-Test for total time (t3) in groups A and B.

Group A B
N 16 17

Mean 78.108 132.987
Standard deviation 27.908 96.090

Two-tailed P value: 0.0356

Because time was measured when every statuette was picked
up, not only total elapsed time gave an important insight about
player behaviour during the experiment. It is also quite illustra-
tive to look at how the difference in average time between the two
groups increases as every object is taken. t1 had an average value
of 22.068 for group A, and of 25.637 for group B, so the difference
between means equals 3.569 seconds. t2 has an average value of
41.854 for group A and of 53.398 for group B, producing a differ-
ence of 11.544 seconds. Lastly, t3 presents the biggest difference:
54.879 seconds.

As can be seen in Table 2, when it comes to the help index (hi),
there are also statistically significant differences between groups.
Out of 5, group A has a mean of 3.56, while group B scores 2.47.
The mode is particularly enlightening in this case: 5 in group A
and 1 in group B.

There does not exist a strong statistical relationship between
tn and the initial selection of auditive features, which was only
possible for members inside group A, as Table 3 shows. "High"
(9) "fast" (9) and "simple" (11) were the most common options,
however.

Table 2: Student’s t-Test for hi values in groups A and B.

Group A B
N 16 17

Mean 3.56 2.47
Mode 5 1

Standard deviation 1.46 1.59
Two-tailed P value: 0.0484

It is also worth mentioning that the attribute "complex" was the
least selected (only 5 users chose it). However, this same attribute
obtained the highest dominance score during the SAM test, with
an average of 5.875 and a mode of 7 out of 9. It also had the
highest excitement score, averaging 5.688 and with a mode of 7
out of 9. Additionally, general results from the SAM test were not
consistent with player selections of attributes before playing the
game (see Table 4).

It was not uncommon that, in spite of considering a complex
sound more dominant, players chose a simple one instead before
playing the game. Opinions around the very concepts of valence,
dominance or arousal when it comes to detecting spatial sound
were varied, and every user ended up choosing what appealed to
them most. For example, when asked about the reason for their
selection, 3 users mentioned "storms" or "thunder" as a reason
for considering low tones useful when trying to orient themselves.
They found those sounds "easy to track", "full of energy" or "very
deep". The rest gave similar reasons for their decisions, based on
personal experiences.
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Table 3: Features selected by group A participants and total time
achieved (t3).

t3 Tone Rhythm Complexity
40,283 High Fast Simple
42,159 High Fast Simple
45,318 High Fast Simple
57,027 Low Slow Simple
60,738 Low Fast Simple
66,320 Low Slow Simple
73,127 Low Slow Complex
73,483 High Slow Simple
77,904 High Fast Simple
81,639 High Fast Simple
84,315 High Fast Complex
92,305 Low Slow Complex
92,315 Low Slow Simple
95,468 Low Fast Complex
130,129 High Fast Complex
137,192 High Slow Simple

5. DISCUSSION

Considering the information retrieved through the previously ex-
plained results, we can extract a series of final deductions. First,
the independent variable (the presence or absence of an attribute
selector affecting music in the game) seems to be statistically re-
lated to the difference in total time (t3) obtained by users during
the experiment.

Besides, subjects in group A had a higher result in hi, which
means they perceived music as a helper more than participants in
group B. Precedents for this effect have not been found in pertinent
academic literature.

We have also observed that tn � tn�1 greatly increases with
every measurement –whenever a statuette was gathered. This is in-
versely proportional to the number of statuettes present in the map.
It is reasonable to think the amount of time elapsed in finding a
statuette can increase when their remaining number is lower, be-
cause the probability of finding them by chance is also reduced. A
need to backtrack and search more thoroughly also emerges when
there are fewer objects to retrieve. However, the increasing varia-
tion in average tn between groups A and B (see section 4) points
to another, more important correlation. If we take into account that
both prototypes (A and B) were identical except for the personal-
ized music, it is possible to link the differences in mean time to the
differences in audio.

Moreover, there were some counterintuitive aspects in the re-
sults. For example: the lack of consistency between SAM test
results and player preference when selecting attributes inside the
prototype could be happening due to multiple reasons. We have
not retrieved enough information during our experiment to give a
clear response to this particular matter, but several new and inter-
esting lines of research are open as a result. Our main hypothe-
sis for this unexpected behaviour is that the mere act of selecting
sound attributes while already playing the game may not be in line
with the mental state of the subject when answering the SAM test.
While the test is a more relaxed experience, which is not limited by
time constraints, the video game asks players to concentrate much
more, and gives them a clear goal. As a consequence, it is possi-
ble that different attributes are found dominant in these different

Table 4: SAM test results in 9 point scale for variations of the same
sound.

Attribute SAM scale Average Mode

1. High tone
Valence 5.938 7
Arousal 3.625 2

Dominance 4.5 5

2. Low tone
Valence 4.697 3
Arousal 3.152 2

Dominance 4.727 3

3. Simple structure
Valence 5.688 4
Arousal 3.563 3

Dominance 4.188 3

4. Complex structure
Valence 3.375 5
Arousal 5.688 7

Dominance 5.875 7

5. Fast tempo
Valence 6.063 7
Arousal 5.25 7

Dominance 5.188 5

6. Slow tempo
Valence 5.375 6
Arousal 3.438 3

Dominance 5.063 5

contexts, creating the mentioned variations in the results.
Another possible reason is that users learned to better identify

dominant attributes through the duration of the SAM test, taking
into account the specific variations in complexity, pitch and rhythm
presented to them. This would mean the first answers would be
less informed than the last ones, and that their decisions inside the
final selector would imply a previous and meticulous "weighting
up" of every possible option.

An appropriate new line of experimentation would involve dis-
tributing subjects in two groups in which the order of the test and
the attribute selection would be inverted. Also, the SAM test only
accounts for emotional scales (valence, arousal and dominance),
and different measures could be needed to determine how easy
to track a sound is for different persons, as sounds traditionally
considered to be more dominant may not be easier to track for
all users, and personal preference could be more important than
dominance when it comes to finding sound sources in virtual envi-
ronments.

Previous statements aside, user capacity to select attributes
and user performance are, nevertheless, statistically related in our
results. Consequently, we can state the mere ability to choose cor-
relates with a lower average time of completion in group A, when
compared to group B.

Other issues exist concerning data recovery and user distribu-
tion. For example: if we follow the Central Limit Theorem [24],
our presumption of normal distribution would only solidly apply to
groups with a number of participants (N ) equal or greater than 30.
However we want to note that our t3 histogram forms a bell-like
curve in both groups, even with less data, and the confidence inter-
val of the mean is high enough (95 %) to trust the results. Nonethe-
less, a bigger sample would be needed to increase the reliability of
the outcome. A similar problem is also the lack of women in our
sample (only 4 out of 33 participants), which produces a genre
bias and makes our retrieved data only strictly applicable to men.
We aim to solve these predicaments in future iterations of this re-
search.
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6. CONCLUSIONS AND FUTURE WORK

The most relevant conclusion we can extract from the present re-
search is the influence the mere act of selecting preferred attributes
has over player performance when solving our 3D labyrinth. This
effect, whilst somewhat predictable, was not verified in the past
in any other research, so we open the path to further explore the
consequences this causal relationship has in user behavior. For ex-
ample, we observed that user preferences when selecting sounds
differ from the ones chosen in the SAM test, so a future experi-
ment would be necessary to analyse the rationale of this behavior.

Additionally, a similar experiment, based on player orienta-
tion, but without any kind of spatialisation or multichannel audio
(that is: playing sound in mono in all channels), may help us elu-
cidate if there are purely musical attributes that can make players
take one path or another by themselves.

The increase in performance achieved when using adaptive,
spatialised music may also make a preference selection system like
the one we propose useful in different 3D environments where the
inclusion of a GUI is not an option (such as virtual reality interac-
tive experiences).

We noted also the surprising variety in attributes selected by
subjects in group A. This attribute variety suggests the existence
of a very complex population in terms of auditive preference when
it comes to player orientation. Analysing this aspect in a bigger
population and in more detail may prove useful for understanding
what a "dominant" sound is in this context.

Another step we would like to take in the future to further
validate our system would be to include LitSens in a commercial
first-person video game and test whether we can guide players in
bigger, more complex virtual environments.

Also, the development of an intelligent system integrated in
LitSens, as a way to adapt to player musical preferences without a
previous test, might improve immersion while reducing even more
the amount of GUI elements needed. As the mentioned system al-
ready has the capacity to produce continuous adaptive music, only
a new logic for the automatic selection process should be needed.

Lastly, it would also be useful to research how the level of
presence achieved by systems which rely on GUI elements to
guide a player varies when compared to systems using only sound
to achieve similar results.

Consequently, the next experimental iteration for LitSens
would have to take place in two separate steps: On one hand, the
development of an intelligent system which would take into ac-
count player actions and camera movement to evaluate how users’
context affects auditive predilections and consequently how this
preferences impact performance.

On the other, an experimental validation with three groups of
users (N � 30), which ought to include an implementation of the
system in a commercial video game with open world environments
and a presence test for all subjects (such as the Temple Presence
Inventory [25]). Again, participants from group A would have
access to adaptive, spatialised music, while group B would lis-
ten to a default, non-adaptive but spatialised soundtrack. Group C
would listen to adaptive audio without any spatialisation (mono).
Performance would be tested in terms of time when completing
a navigation-related task, and camera movement would also be
recorded.

We think that there is still much room for improvement in the
field of intelligent management of sound systems for user naviga-
tion, especially when compared to the current state of image-based

systems, which are much more developed. Audio is a less explored
field in terms of semantic guidance, but it could substantially im-
prove immersion and presence in virtual environments and be a
useful tool for game designers. This is especially true when devel-
oping first-person or virtual reality experiences which cannot rely
as heavily on GUI.
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